An immersed discontinuous finite element method for Stokes interface problems
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Abstract

We present a discontinuous immersed finite element (IFE) method for Stokes interface problems on Cartesian meshes that do not require the mesh to be aligned with the interface. As such, the method allows unfitted meshes with elements cut by the interface and thus, may contain more than one fluid. On these unfitted meshes we construct an immersed \( Q_1/Q_0 \) finite element space according to the location of the interface and pertinent interface jump conditions. The proposed \( Q_1/Q_0 \) IFE shape functions have several desirable features such as the unisolvence and the partition of unity. We present several numerical examples to demonstrate that the proposed IFE spaces maintain the optimal approximation capability with respect to the polynomials used. We also show that related discontinuous IFE solutions of Stokes interface problems maintain the optimal convergence rates in both \( L^2 \) and broken \( H^1 \) norms.
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1. Introduction

Physical phenomena in a domain consisting of multiple materials or fluids with an interface are often modeled by differential equations with discontinuous coefficients which are often called interface problems. Solutions to interface problems are often required to satisfy jump conditions across the material interfaces in addition to the pertinent differential equations and the related boundary conditions. Conventional finite element methods with body-fitted meshes can be used to solve interface problems with standard problem-independent finite element shape functions. In general, optimal convergence rates for conventional finite element solutions are attained for fitted meshes where every element essentially contains one material [1–3]. However, this restriction leads to drawbacks such as

1. Excessive remeshing for problems with moving interfaces. The same difficulty occurs for problems with random interfaces where many interface problems of the same type need to be solved with different interfaces corresponding to different values of the parameters in order to estimate quantities of interest such as the expected solution.

* Corresponding author. Tel.: +1 540 231 5945; fax: +1 540 231 5960.
E-mail address: adjerids@math.vt.edu (S. Adjerid).

http://dx.doi.org/10.1016/j.cma.2015.04.006

0045-7825/© 2015 Elsevier B.V. All rights reserved.
2. Excessive mesh refinement to resolve small structures in the domain such as thin layers.
3. Prohibition of the use of uniform meshes to solve problems with nontrivial interfaces.

In this manuscript we consider the Stokes problem that consists of finding \( u \) and \( p \) such that

\[
\begin{align*}
-\nabla \cdot S(u, p) &= f, \quad \text{in } \Omega \setminus \Gamma, \\
\nabla \cdot u &= 0, \quad \text{in } \Omega \setminus \Gamma, \\
u &= g, \quad \text{on } \partial \Omega, \\
\end{align*}
\]

where the stress tensor \( S_{ij}(u, p) \) [4] in terms of the velocity \( u = (u_1, u_2)' \) and pressure \( p \) is given by

\[
S_{ij}(u, p) = \nu \epsilon(u)_{ij} - p \delta_{ij}, \quad i, j = 1, 2 \quad \text{with } \epsilon(u)_{ij} = \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i},
\]

where \( \delta_{ij} \) is the Kronecker symbol.

Here, without loss of generality, we assume that the domain \( \Omega \) is bounded in \( \mathbb{R}^2 \) with boundary \( \partial \Omega \) and it is occupied by two fluids with different viscosities \( \nu^\pm \). Furthermore, we assume that the domain is separated by an interface \( \Gamma \) into two sub-domains \( \Omega^+ \) and \( \Omega^- \) such that each sub-domain contains one fluid as illustrated in Fig. 1. Also, we assume the viscosity \( \nu \) to be piecewise constant

\[
\nu = \begin{cases} 
\nu^- & \text{in } \Omega^-, \\
\nu^+ & \text{in } \Omega^+,
\end{cases}
\]

where \( \nu^+, \nu^- > 0 \).
The physical jump conditions across the interface $\Gamma$ are

$$\left. S(u, p)n \right|_{\Gamma} = \sigma, \quad (1.1f)$$

$$\left. u \right|_{\Gamma} = 0, \quad (1.1g)$$

where $n$ is the unit normal vector to the interface $\Gamma$, $\sigma = [\sigma_1, \sigma_2]'$ is the surface force and $[v]_\Gamma = v^+|\Gamma - v^-|\Gamma$, for a piecewise function $v$ such that $v|_{\Omega^-} = v^\pm$.

The Stokes interface problem described by (1.1) with discontinuous solutions has been a focus of many research articles. Brackbill et al. [5] removed the discontinuity by smoothing out the interface leading to a method that requires finer meshes near interfaces due to its reduced accuracy near the interface. In order to avoid this difficulty, Buscaglia et al. [6] designed a finite element basis for the pressure that models jumps of the normal component of the surface force assuming the tangential component of the surface force to be continuous. They showed through numerical examples that the interpolation error in the pressure is $O(h^{3/2})$ accurate with first-degree polynomials for the pressure. Reusken [7] developed a modified XFEM space by deleting finite element basis functions having small support which improves the conditioning of the resulting system. Reusken proved that the modified XFEM space is as accurate as the standard XFEM space but with better stability properties. However, these XFEM spaces have to be carefully constructed to preserve accuracy. Belytschko and Fries [8] proposed a generalized/extended finite element method that may be applied to problems whose solutions are not smooth. An alternative method was proposed by Becker et al. [9] by considering two discrete solutions one on each of the enlarged sub-domains $\Omega^+$ and $\Omega^-$, then by enforcing the jump conditions weakly using a variant of Nitsche’s method. Like the XFEM method, this method may suffer from ill-conditioning depending on the location of the interface. Hansbo et al. [10] were able to circumvent the difficulties faced in the latter method by slightly changing the variational formulation. They proved optimal order of convergence as well as the well-conditioning of the stiffness matrix. The relatively new discontinuous Galerkin method has also been applied to the Stokes interface problem [11] using piecewise polynomials of degree $k$ for velocity and of degree $k - 1$ for pressure on body-fitted meshes. They established optimal order of convergence in the $L^2$ and energy norms, respectively, for pressure and velocity.

Although our focus here is on finite element methods, we would like to note that several immersed finite difference methods have also been developed to solve interface problems and the reader may consult [12–17] and the references therein. For the Stokes problem Li et al. [18] decoupled the velocity and pressure and used an immersed finite difference method to solve for each variable separately.

In this paper, we extend the immersed finite element (IFE) method to the Stokes interface problem. Several immersed finite element methods and spaces have been proposed for solving elliptic problems over the last fifteen years. For a full discussion of existing immersed finite element methods see [19–29] and the references therein. The key idea of the IFE method is to mesh the domain independently of the interface location and allow elements to be intersected by the interface as shown in Fig. 1. The finite element space consists of piecewise polynomials of degree $k$ which are defined by polynomials on elements that are not cut by the interface and by piecewise polynomial functions satisfying the interface conditions on elements cut by the interface.

The main motivation for the IFE method is to avoid body-fitted meshes which can be cumbersome when the interface geometry is complicated and when dealing with moving interfaces which will require moving meshes. Furthermore, having the possibility to use Cartesian meshes whenever the geometry of the domain allows is also a feature desirable for many applications. However, the standard finite element spaces are no longer capable of capturing the singularities in the solutions; thus, the need for more suitable finite element spaces such as the immersed finite element spaces.

The finite element method proposed in this manuscript has been used to solve Stokes interface problems with moving interfaces [30]. The algorithm consists of creating a coarse background mesh which may be refined, if needed, by subdividing elements cut by the interface. We construct the corresponding IFE space and solve the Stokes interface problem to obtain the velocity and pressure. The velocity is then used to move the interface using an adaptive time integrator. Once the updated location of the interface is determined, the same steps are repeated until, for instance, equilibrium is reached.

The outline of this paper is as follows. We construct the $Q_1/Q_0$ IFE shape functions and establish their existence and their properties in Section 2. We then present a discontinuous immersed finite element method for solving the Stokes interface problem in Section 3. We perform several computational experiments and present numerical results.
in Section 4 to show the approximation properties of the proposed IFE spaces and the convergence properties of our immersed discontinuous finite element method. We conclude with a few remarks in Section 5.

2. IFE spaces for Stokes interface problems

In this section, we develop immersed finite element spaces for Stokes interface problems without surface force and with surface force. Since the velocity \( u \) and the pressure \( p \) are not smooth across the interface, the standard finite element functions cannot capture solution singularities on interface elements in non-fitted meshes. First, we design an immersed finite element space for the velocity and pressure by extending the \( Q_1/Q_0 \) space on non-interface elements to interface elements. The proposed \( Q_1/Q_0 \) IFE space uses piecewise bilinear polynomial approximations for the velocity and piecewise constant approximations for the pressure. Next we discuss how to construct the IFE shape functions on interface elements.

2.1. \( Q_1/Q_0 \) IFE shape functions without surface force

Let \( T_h \) be an arbitrary uniform rectangular partition of the domain \( \Omega \). Elements of the mesh \( T_h \) that are cut by the interface are called interface elements; otherwise, they are called non-interface elements. Let \( T_h^i \), \( T_h^n \), respectively, denote the set of all interface elements and non-interface elements with \( T_h^n = T_h \setminus T_h^i \). We assume that the interface intersects at most two edges of any given element and we consider an element to be a non-interface element when the interface intersects an edge at either one vertex, two adjacent vertices or this whole edge lies on the interface.

Topologically, there are two types of interface elements. The Type I interface elements are those with two adjacent edges cut by the interface and Type II interface elements are with two opposite edges cut by the interface, see the illustrations in Fig. 2. Specifically, let us consider a typical interface rectangular element \( T = \square A_1 A_2 A_3 A_4 \in T_h \) with vertices \( A_i = (x_i, y_i) \), \( i = 1, 2, 3, 4 \) such that the interface \( \Gamma \) intersects two edges at \( D = (x_D, y_D) \) and \( E = (x_E, y_E) \) referred to as interface points. We then approximate the interface \( DE = \Gamma \cap T \) by the line segment \( DE \) which separates \( T \) into two polygonal sub-elements \( T^+ \) and \( T^- \) such that \( T^- \) contains vertices of \( T \) that are in \( \Omega^+ \). Our plan is to develop IFE functions on \( T \) in forms of piecewise bilinear or piecewise constant polynomials defined according to these two sub-elements for approximating the velocity and pressure, respectively, in Stokes interface problems. Note that the approximation capability of bilinear or constant polynomials is capped by \( O(h^2) \). Hence, using the linear segment \( DE \) to approximate \( DE = \Gamma \cap T \) is natural because of its \( O(h^2) \) accuracy provided that \( DE = \Gamma \cap T \) is smooth enough. Also, we note that partitioning an interface element \( T \) according to the line segment \( DE \) instead of the original interface curve \( DE = \Gamma \cap T \) has been used in developing IFE functions based on piecewise linear or bilinear polynomials for other types of interface problems [24,27,31].

As usual, the construction and analysis of the finite element shape functions are performed on the reference element \( \hat{T} = \square \hat{A}_1 \hat{A}_2 \hat{A}_3 \hat{A}_4 \) with vertices \( \hat{A}_1 = (0, 0)^t \), \( \hat{A}_2 = (1, 0)^t \), \( \hat{A}_3 = (0, 1)^t \), \( \hat{A}_4 = (1, 1)^t \). Let \( X = (x, y)^t \) and
\( \hat{X} = (\hat{x}, \hat{y})' \) and let

\[
\hat{X} = F(X) = MX + B,
\]

be the standard affine mapping from an arbitrary element \( T \) to the reference element \( \hat{T} \) such that \( \hat{A}_i = F(A_i), \ i = 1, 2, 3, 4 \). We further note that each interface element \( T \) of Type I (Type II) is mapped into a reference element of Type I (Type II) shown in Fig. 2 where \( \hat{E} = F(E) \) and \( \hat{D} = F(D) \) and \( \hat{D} = F(\hat{D}) \). The interface points \( \hat{E} \) and \( \hat{D} \) can be written as

\[
\hat{D} = \left( \begin{array}{c} 0 \\ \hat{d} \end{array} \right), \quad \hat{E} = \left( \begin{array}{c} \hat{e} \\ 0 \end{array} \right),
\]

for an element of Type I and

\[
\hat{D} = \left( \begin{array}{c} \hat{d} \\ 1 \end{array} \right), \quad \hat{E} = \left( \begin{array}{c} \hat{e} \\ 0 \end{array} \right),
\]

for an element of Type II, where \( 0 < \hat{d}, \hat{e} \leq 1 \) as shown in Fig. 2.

In this manuscript we are interested in piecewise bilinear (velocity) and constant (pressure) finite elements. Thus, a piecewise linear approximation of the domain boundary may also be used which means that an affine mapping is used for all elements. However, for higher order approximations boundary elements with curved edges and non affine mappings must be used.

Now we are ready to describe our procedure for constructing the IFE shape functions on the reference element. As usual again, a function \( \hat{f}(\hat{x}, \hat{y}) \) defined for \( \hat{x}, \hat{y} \) in \( \hat{T} \) leads to a function \( f(x, y) = \hat{f}(F(x, y)) \) for \( (x, y) \) in \( T \) by the affine mapping between the reference element \( \hat{T} \) and element \( T \). We first note that the velocity \( \mathbf{u} \) and the pressure \( p \) are coupled through the jump condition (1.1f) which requires the design of vector-valued shape functions for both of them. This means we plan to approximate the solution vector \( \hat{U} = [\hat{u}, \hat{p}]' \) by an IFE function \( \hat{\Phi} \) which is a piecewise polynomial vector function of the form

\[
\hat{\Phi}(\hat{x}, \hat{y}) = \hat{\Phi}^s(\hat{x}, \hat{y}) = \left( \begin{array}{c} \hat{\phi}_{1s}(\hat{x}, \hat{y}) \\ \hat{\phi}_{2s}(\hat{x}, \hat{y}) \end{array} \right), \quad \text{for} \quad (\hat{x}, \hat{y})' \in T^s, \ s = +, -,
\]

where

\[
\hat{\phi}_{1s}(\hat{x}, \hat{y}) = a_{1s}^j \hat{x}^j + b_{1s}^j \hat{y}^j + c_{1s}^j \hat{x}\hat{y}^j, \quad j = 1, 2, \ s = +, -,
\]

\[
\hat{\phi}_{2s}(\hat{x}, \hat{y}) = a_{2s}^j, \quad s = +, -.
\]

Next we let \( \hat{\Theta} = (\hat{\phi}_1, \hat{\phi}_2)' \) such that \( \hat{\Theta}|_{T^s}(\hat{x}, \hat{y}) = \hat{\Theta}^s(\hat{x}, \hat{y}) = \left( \begin{array}{c} \hat{\phi}_{1s}(\hat{x}, \hat{y}) \\ \hat{\phi}_{2s}(\hat{x}, \hat{y}) \end{array} \right), \ s = +, -.

We then discuss the construction of IFE shape functions that will be used to form the local IFE space on the reference element \( \hat{T} \). According to (2.4) each IFE function is defined by 18 coefficients \( a^j_{1s}, b^j_{1s}, c^j_{1s}, d^j_{1s}, j = 1, 2, s = +, - \) and \( a^s_{2s}, s = +, - \). Hence, we can define IFE shape functions \( \hat{\Phi}_i, i = 1, 2, \ldots, 9 \) whose coefficients are determined by the following 18 conditions:

- the continuity of the velocity component across \( \overline{DE} \) for \( \hat{\Theta}_i = (\hat{\phi}_{1i}, \hat{\phi}_{2i})' \)

\[
\hat{\Theta}_i(\hat{E}) = \hat{\Theta}_i^+(\hat{E}), \quad \hat{\Theta}_i(\hat{D}) = \hat{\Theta}_i^+(\hat{D}), \quad \frac{\partial^2 \hat{\Theta}_i^-}{\partial \hat{x} \partial \hat{y}} = \frac{\partial^2 \hat{\Theta}_i^+}{\partial \hat{x} \partial \hat{y}},
\]

- the weak continuity of the normal stress across \( \overline{DE} \)

\[
\int_{DE} \left[ S(\hat{\Theta}_i, \hat{\phi}_{3i}) \hat{n} \right] ds = 0,
\]

- the continuity of the divergence of the velocity

\[
\nabla \cdot \hat{\Theta}_i^+(\hat{D}) = \nabla \cdot \hat{\Theta}_i^-(\hat{D}),
\]
Fig. 3. The \((u, v, p)\) Components of the IFE shape function \(\Phi_1\) (left) and standard shape function \(\Psi_1\) (right).

- Lagrange and scaling conditions

\[
\hat{\phi}_{1,i}(\hat{A}_j) = \delta_{ij}, \quad \hat{\phi}_{2,i}(\hat{A}_j) = \delta_{i,j+4}, \quad j = 1, 2, 3, 4, \quad \text{and} \quad \frac{1}{|T|} \int_T \hat{\phi}_{3,i} = \delta_{i9}. \quad (2.5d)
\]
Note that the continuity of the second derivatives in (2.5a) is equivalent to \( d_1^+ = d_1^- \) and \( d_2^+ = d_2^- \) which by using \( d_1^- = d_1^- = d_1 \) and \( d_2^- = d_2^- = d_2 \) in (2.4a)–(2.4b) reduces the number of unknown coefficients to 16.

Conditions (2.5a)–(2.5d) lead to a linear system \( \mathbf{Mc} = \mathbf{b} \) for the coefficient vector \( \mathbf{c} = (a_1^+, b_1^+, c_1^+, d_1, a_1^-, b_1^-, c_1^-, d_2, d_2^+, c_2^+, d_2, a_2^-, b_2^-, c_2^-, a_2^+, c_3^+, a_3^+, a_3^+, \ldots)^T \). The matrix \( \mathbf{M} \) for Type I element is

\[
\begin{pmatrix}
1 & \hat{\epsilon} & 0 & 0 & -1 & -\hat{\epsilon} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & \hat{\alpha} & 0 & -1 & 0 & -\hat{\alpha} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & \hat{\epsilon} & 0 & 0 & -1 & -\hat{\epsilon} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & \hat{\alpha} & 0 & -1 & 0 & -\hat{\alpha} & 0 & 0 \\
0 & m_{52} & m_{53} & m_{54} & 0 & m_{56} & v^+ \hat{\epsilon} & 0 & -v^+ \hat{\epsilon} & 0 & m_{511} & 0 & v^- \hat{\epsilon} & 0 & -d & 0 \\
0 & 0 & m_{63} & m_{64} & 0 & 0 & v^- \hat{\alpha} & 0 & -v^- \hat{\alpha} & d & m_{610} & m_{611} & 0 & v^- \hat{\alpha} & m_{614} & -\hat{\epsilon} \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
\end{pmatrix}, \quad (2.6)
\]

where

\[
m_{52} = -2v^+ \hat{\alpha}, \quad m_{53} = -v^+ \hat{\epsilon}, \quad m_{54} = \frac{1}{2}(v^- - v^+) \left( \hat{\epsilon}^2 + 2 \hat{\alpha}^2 \right), \quad m_{56} = 2v^- \hat{\alpha},
\]

\[
m_{511} = \frac{1}{2}(v^- - v^+) \hat{\alpha} \hat{\epsilon},
\]

\[
m_{63} = -v^+ \hat{\alpha}, \quad m_{64} = \frac{1}{2}(v^- - v^+) \hat{\alpha} \hat{\epsilon}, \quad m_{610} = -2v^+ \hat{\epsilon},
\]

\[
m_{611} = \frac{1}{2}(v^- - v^+) \left( 2 \hat{\alpha}^2 + \hat{\epsilon}^2 \right), \quad m_{614} = 2v^- \hat{\epsilon},
\]

\[
m_{1515} = \frac{1}{2} \hat{\alpha} \hat{\epsilon}, \quad m_{1516} = 1 - \frac{1}{2} \hat{\alpha} \hat{\epsilon}.
\]

For an element of Type II the matrix \( \mathbf{M} \) is

\[
\begin{pmatrix}
1 & \hat{\epsilon} & 0 & 0 & -1 & -\hat{\epsilon} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & \hat{\alpha} & 1 & 0 & -1 & -\hat{\alpha} & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & \hat{\epsilon} & 0 & 0 & -1 & -\hat{\epsilon} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & \hat{\alpha} & 1 & 0 & -1 & -\hat{\alpha} & 0 & 0 & 0 \\
0 & -2v^+ & m_{53} & m_{54} & 0 & 2v^- & m_{57} & 0 & m_{59} & 0 & m_{510} & 0 & m_{513} & 0 & 1 & 1 \\
0 & 0 & -v^+ & m_{64} & 0 & 0 & v^- & 0 & -v^+ & m_{610} & m_{611} & 0 & v^- & m_{614} & \hat{\alpha} & m_{616} \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
\end{pmatrix}, \quad (2.7)
\]

\[
m_{53} = v^+(\hat{\alpha} - \hat{\epsilon}), \quad m_{54} = -\frac{1}{2}(v^- - v^+) \left( -2 + 2 \hat{\alpha}^2 - \hat{\epsilon}^2 \right), \quad m_{57} = v^- (\hat{\alpha} + \hat{\epsilon}),
\]
Once these IFE shape functions are constructed on the reference element, the standard affine mapping is applied to obtain the corresponding vector IFE shape functions on an interface element \( T \). Once these IFE shape functions are constructed on the reference element, the standard affine mapping is applied to obtain the corresponding vector IFE shape functions on an interface element \( T \) as \( \Phi_j(x, y) = \hat{\Phi}_j(F(x, y)) \), \( i = 1, 2, \ldots, 9 \). On every non-interface element \( T \) we use the standard finite element shape functions \( \Psi_i \), \( i = 1, 2, \ldots, 9 \):

\[
\Psi_i = \begin{pmatrix} \psi_i(x, y) \\ 0 \\ 0 \end{pmatrix}, \quad \Psi_{i+4} = \begin{pmatrix} 0 \\ \psi_i(x, y) \\ 0 \end{pmatrix}, \quad \Psi_9 = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}, \quad i = 1, 2, 3, 4,
\]

where \( \psi_i, i = 1, 2, 3, 4 \) are the standard Lagrange bilinear shape functions associated with the vertices of \( T \). Fig. 3 presents illustrations for the shape functions \( \Psi_1 \) and \( \Phi_1 \). Unlike \( \Psi_1 \) used in the standard \( Q_1/Q_0 \) finite element space, the components of the IFE shape function \( \Phi_1 \) cannot be decoupled, its second and third components are generally not zero.

Then, the shape functions defined above are used to construct the global IFE space on \( \Omega \) for the Stokes interface problem as follows:

\[
S_h(\Omega) = \{ U_h \mid U_h|_T \in X_h(T) \},
\]

where

\[
X_h(T) = \begin{cases} \text{span}\{\Phi_i(x, y), i = 1, 2, \ldots, 9\}, & \text{if } T \in T_h^i, \\ \text{span}\{\Psi_i(x, y), i = 1, 2, \ldots, 9\}, & \text{if } T \in T_h^n. \end{cases}
\]

### 2.2. \( Q_1/Q_0 \) particular IFE functions with surface force

In the case where the jump condition (1.1f) is such that \( \sigma \neq 0 \), we follow [32] to treat the nonhomogeneous term. First, we construct a set of particular IFE functions that can capture the nonhomogeneous term modeling surface force. These particular functions are solely used to construct the IFE solution and will not be included in the test space and, hence, they will not increase the size of the discrete IFE problem.

On each interface element \( T \), the particular IFE functions are defined as

\[
\Upsilon_j = \begin{pmatrix} A_j^+ \\ \psi_j \\ A_j^- \end{pmatrix}, \quad j = 1, 2,
\]

whose velocity component is

\[
A_j(x, y) = \begin{cases} A_j^+(x, y) & \text{on } T^+, \\ A_j^-(x, y) & \text{on } T^- \end{cases}
\]

with

\[
A_j^s(x, y) = \begin{pmatrix} A_{1,j}^s(x, y) \\ A_{2,j}^s(x, y) \end{pmatrix}, \quad \text{on } T^s, \quad s = +, -.
\]
and the pressure component is a piecewise constant function such that
\[
\psi_j = \begin{cases} 
\psi_j^+(x, y), & \text{on } T^+, \\
\psi_j^-(x, y), & \text{on } T^-. 
\end{cases}, \quad \psi_j^+(x, y) = c^s, \ s = +, -.
\]

We then define the velocity component in particular IFE functions to be piecewise polynomials
\[
A^s_{i,j}(x, y) = a^s_{i,j} + b^s_{i,j}x + c^s_{i,j}y + d^s_{i,j}xy, \quad j = 1, 2, \ i = 1, 2, \ s = +, -.
\]

We further require that the particular IFE functions satisfy the following constraints
\[
A_j(A_i) = 0, \quad i = 1, 2, 3, 4,
\]
\[
A_j^-(E) = A_j^+(E), \quad A_j^-(D) = A_j^+(D), \quad \frac{\partial^2 A_j^-}{\partial x \partial y} = \frac{\partial^2 A_j^+}{\partial x \partial y},
\]
\[
\int_{DE} [S(A_j, \psi_j)n_{DE}] ds = e_j, \quad e_j \text{ is the canonical vector in } \mathbb{R}^2,
\]
\[
\frac{1}{|T|} \int_T \psi_j dX = 0, \quad \nabla \cdot A_j^+(D) = \nabla \cdot A_j^-(D), \quad j = 1, 2.
\]

Note that these conditions lead to linear systems for determining the parameters of the particular IFE functions and the matrices of these linear systems are given by (2.6) and (2.7), respectively, for Type I and Type II interface elements. The right-hand side is given as
\[
b = (0, 0, 0, 0, \delta_{i1}, \delta_{i2}, 0, 0, 0, 0, 0, 0, 0, 0, 0)^T.
\]

For the Stokes interface problem with a nonzero interface surface force \( \sigma \neq 0 \), its IFE solution \((u_h, p_h)\) be in the function set \( S_h(\Omega) \oplus \{Q_h(x, y)\}\) where \( S_h(\Omega) \) is the IFE space defined in the previous section and the vector function \( Q_h(x, y) \) is such that
\[
Q_h(x, y) = \begin{cases} 
\kappa_1 T_1(x, y) + \kappa_2 T_2(x, y), & \text{on } T \in T^i_h \\
0 & \text{elsewhere},
\end{cases}
\]

where \( \kappa_j = \int_{DE} \sigma_h j dX \) and \( \sigma_h \) is the linear interpolation of \( \sigma \) defined by \( \sigma_h(E) = \sigma(E) \) and \( \sigma_h(D) = \sigma(D) \). Hence, the IFE solution on an interface element will take the form
\[
\begin{pmatrix} u_h \\ p_h \end{pmatrix} = \sum_{i=1}^{9} c_i \Phi_i + \kappa_1 T_1 + \kappa_2 T_2.
\]

### 2.3. Basic properties of the bilinear IFE space

In this section, we investigate basic properties of the IFE shape functions for the Stokes interface problem. We start by stating a result on the existence and uniqueness of IFE shape functions for an arbitrary configuration of \( v^- \), \( v^+ \) and interface location.

**Proposition 2.1.** On every interface element \( T \), there exists a unique set of linearly independent IFE shape functions \( \{\Phi_i, \ i = 1, 2, \ldots, 9\} \) as defined in the previous section.

**Proof.** The uniqueness and existence of IFE shape functions are directly guaranteed by the invertibility of the matrices (2.6) and (2.7).

For interface elements of Type I, a direct computation of the determinant of the matrix (2.6) yields
\[
det(M) = -\frac{1}{2}(\hat{\epsilon}^2 + \hat{d}^2)(Q_1 v^- + Q_2 v^+),
\]
\[
Q_1 = (-2\hat{\epsilon}^2(-1 + \hat{d}) + \hat{\epsilon}^3 \hat{d} + 2\hat{d}^2 + \hat{\epsilon}(-2 + \hat{d})\hat{d}^2),
\]
$Q_2 = -\hat{e}\hat{d}(-2\hat{e} + \hat{e}^2 + (-2 + \hat{d})\hat{d})$.

Thus it suffices to show that $Q_1 > 0$ and $Q_2 > 0$. Since $0 < \hat{e}, \hat{d} < 1$ and $\hat{e}^2 \leq \hat{e}$

$Q_1 > -4\hat{e}\hat{d} + 2\hat{e}^2 + 2\hat{d}^2 + \hat{e}\hat{d} + \hat{e}\hat{d}^3$.

Factoring the first three terms of the right-hand side we obtain

$Q_1 > 2(\hat{e} - \hat{d})^2 + \hat{e}^3\hat{d} + \hat{e}\hat{d}^3 > 0$.

Similarly one can easily check that $Q_2 > 0$ by writing $Q_2$ as

$Q_2 = -\hat{e}\hat{d}(\hat{e}(2 + \hat{e}) +\hat{d})$

and noting that both $(2 + \hat{d})\hat{d} < 0$ and $(2 + \hat{e})\hat{e} < 0$. This leads to $Q_2 > 0$. Hence, $det(M) \neq 0$, for all $\hat{e}, \hat{d} \in (0, 1)$.

For interface elements of Type II, the determinant of the matrix $M$ in (2.7) is such that

$$det(M) = -\frac{1}{2}(1 + \hat{d}^2 - 2\hat{e}\hat{e} + \hat{e}^2)(P_1v^- + P_2v^+),$$

(2.19)

where

$P_1 = (2 + \hat{d}^3 - \hat{e} - \hat{d}^2\hat{e} + \hat{e}^3 - \hat{d}(1 + \hat{e}^2))$, $P_2 = (-\hat{d}^3 + \hat{e} + 2\hat{e}^2 - \hat{e}^3 + \hat{d}^2(2 + \hat{e}) + \hat{d}(1 - 4\hat{e} + \hat{e}^2))$.

First, we can write $P_1$ as

$P_1 = 2 + \hat{d}^3 + \hat{e}^3 - \hat{e} - \hat{d} - \hat{e}\hat{d} - \hat{e}\hat{d}^2$,

and noting that $-\hat{e}^2\hat{d} > -\hat{e}\hat{d}$ and $-\hat{e}\hat{d}^2 > -\hat{e}\hat{d}$, we obtain

$P_1 > 2 + \hat{d}^3 + \hat{e}^3 - \hat{e} - \hat{d} - 2\hat{e}\hat{d}$.

Applying $2\hat{e}\hat{d} < \hat{e}^2 + \hat{d}^2$ we obtain

$P_1 > 2 + \hat{d}(\hat{d}^2 - \hat{d} - 1) + \hat{e}(\hat{e}^2 - \hat{e} - 1)$.

Since $-1 < x(x^2 - x - 1) < 0$, for $0 < x < 1$ we establish $P_1 > 0$.

Next, we write $P_2$ as follows:

$P_2 = -\hat{d}^3 + \hat{e} + 2\hat{e}^2 - \hat{e}^3 + 2\hat{d}^2 - \hat{d}^2\hat{e} + \hat{d} - 4\hat{e}\hat{e} + \hat{d}\hat{e}^2$.

Note that $\hat{e} > \hat{e}^3$ and $\hat{d} > \hat{d}^3$, thus

$P_2 > 2\hat{e}^2 + 2\hat{d}^2 + \hat{e}\hat{d}^2 + \hat{e}\hat{d}^2 - 4\hat{e}\hat{d} = 2(\hat{e} - \hat{d})^2 + \hat{e}\hat{d}^2 + \hat{e}\hat{d}^2 > 0$.

Therefore $det(M) \neq 0$, $\forall$ $0 < \hat{e}, \hat{d} < 1$.  \square

In the next proposition we show that the velocity component of an IFE function is continuous on each element.

**Proposition 2.2.** The velocity component of an IFE function is continuous on each element.

**Proof.** The statement is obviously true on each non-interface element because the standard bilinear shape functions are all continuous. On each interface element, the arguments in Proposition 4.1 of [31] can be applied here to show the continuity of the velocity component of each IFE shape function is continuous and this results in the needed proof. \square

The next result is easy to verify.

**Proposition 2.3.** The IFE $Q_1/Q_0$ space $S_h(\Omega)$ over a mesh $T_h$ of $\Omega$ defined above has the same dimension as the standard $Q_1/Q_0$ finite element space on the same mesh.

Next we show that the IFE shape functions on each interface element form a partition of unity.
Proposition 2.4. If $\Phi_i$, $i = 1, 2, \ldots, 9$ are the IFE shape functions on an interface element, then
\[
\sum_{i=1}^{4} \Phi_i(x, y) = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \quad \sum_{i=4}^{8} \Phi_i(x, y) = \begin{pmatrix} 0 \\ 1 \\ 0 \\ 0 \end{pmatrix},
\]
\[
\Phi_9(x, y) = \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix}. \quad \forall(x, y)^T \in T.
\]

Proof. The proof is accomplished by a direct verification. \qed

The next proposition shows that the proposed $Q_1/Q_0$ IFE shape functions are consistent with the associated standard finite element shape functions.

Proposition 2.5. If $v^+ = v^-$ on an interface element $T$, then the $Q_1/Q_0$ IFE and standard Lagrange $Q_1/Q_0$ finite element shape functions are the same.

Proof. Noting that, when $v^+ = v^-$, the jump conditions (2.5a)–(2.5d) are satisfied by both the IFE and the standard $Q_1/Q_0$ shape functions, by uniqueness, these two types of shape functions are equal. \qed

3. An immersed discontinuous Galerkin method

There exist several discontinuous Galerkin methods for the Stokes problem, either in the mixed [33,34] or in the primal [35,36,11] formulations. Here we use the primal DG formulation in [37] to construct a discontinuous Galerkin immersed finite element (DGIFE) method for the Stokes interface problem. The proposed method uses the standard $Q_1/Q_0$ space on non-interface elements while the new IFE $Q_1/Q_0$ space is used on interface elements. The combination of this choice of finite element functions and the DG formulation is natural because of two main reasons: (i) the DG formulation has the desired stability with the $Q_1/Q_0$ finite elements [37] and (ii) the DG formulation can handle the discontinuity of the $Q_1/Q_0$ IFE functions across element edges. Furthermore, the standard mixed finite element formulation with $Q_1/Q_0$ for the Stokes problem is unstable and we expect it to stay unstable with the IFE $Q_1/Q_0$. For this reason we did not use the mixed formulation. However, for higher degree finite element spaces such as $Q_2/Q_1$, we expect to find optimal immersed methods based on the mixed formulation. This will be investigated in the future.

Let us recall that the standard $Q_1/Q_0$ finite element method for the Stokes problem is obtained by partitioning the domain $\Omega$ into a Cartesian mesh $T_h$ and on every element we use standard Lagrange bilinear shape functions for the velocity and constant function for the pressure. Next, let $E_h$ denote the set of all edges in $T_h$ and let $E^i_h \subset E_h$ be the set of edges cut by the interface and let
\[
H^m(\Omega) = \{(u, p) : u \in C^0(\Omega), [S(u, p)n]|_\Gamma = \sigma, u \in (H^m(\Omega))^2 \text{ and } p \in H^1(\Omega), \forall A \subset \Omega', s = +, -\},
\]
where $H^m$ is the standard Sobolev space and
\[
H^m_{0,0}(\Omega) = \{(u, p) \in H^m : \sigma|_\Gamma = 0, u|_{\partial \Omega} = 0\}.
\]

In order to construct the weak formulation we assume that $(u, p) \in H^2(\Omega)$ is the solution of the Stokes problem (1.1). On an arbitrary edge $e \in E_h$ shared by two elements $T^R$ and $T^L$ we define the average and jump of a function $u$ across an edge $e$ as
\[
[u]_e = \frac{1}{2}(u|_{T^R} + u|_{T^L}),
\]
\[
[u]_e = (u|_{T^R} - u|_{T^L}).
\]

On a boundary edge $e \in \partial \Omega$ we define the average and jump by
\[
[u]_e = u|_e.
\]
and \([u]_e = u|_e\).

Following the standard procedure, see for instance, \([37]\), we multiply the system (1.1) by \((v, q) \in \mathcal{H}_0^1(\Omega)\) and integrate over an arbitrary non-interface element \(T \in \mathcal{T}_h\) to obtain

\[
- \int_T (\nabla \cdot S(u, p)) \cdot v dx - \int_T \nabla \cdot u q dx = \int_T f \cdot v dx. 
\] (3.1)

We apply the divergence theorem to integrate the first term by parts and obtain

\[
- \int_{\partial T} (S(u, p)n) \cdot v ds + \int_T S(u, p) : \nabla v dx - \int_T \nabla \cdot u q dx = \int_T f \cdot v dx, 
\] (3.2)

where \(A : B = \sum_{i=1}^2 \sum_{j=1}^2 A_{ij} B_{ij}\) and \(n\) is the outward unit vector normal to \(\partial T\).

On an interface element \(T\), we apply the divergence theorem on \(T \cap \Omega^+\) and \(T \cap \Omega^-\) and take into account that the exact solution satisfies the jump conditions (1.1f) and (1.1g) across the interface to obtain

\[
- \int_{\partial T} (S(u, p)n) \cdot v ds + \int_T S(u, p) : \nabla v dx - \int_{\partial T} \nabla \cdot u q dx = \int_T f \cdot v dx + \int_{\Gamma} \sigma \cdot v ds. 
\] (3.3)

Summing over all elements leads to

\[
- \sum_{T \in \mathcal{T}_h} \int_{\partial T} (S(u, p)n) \cdot v ds + \int_{\Omega} S(u, p) : \nabla v dx - \int_{\Omega} \nabla \cdot u q dx = \int_{\Omega} f \cdot v dx + \int_{\Gamma} \sigma \cdot v ds. 
\] (3.4)

Since \((u, p) \in \mathcal{H}^2(\Omega)\), we obtain

\[
- \sum_{e \in \mathcal{E}_h} e \int [(S(u, p)n) \cdot v] ds + \int_{\Omega} S(u, p) : \nabla v dx - \int_{\Omega} \nabla \cdot u q dx = \int_{\Omega} f \cdot v dx + \int_{\Gamma} \sigma \cdot v ds. 
\] (3.5)

Applying the identity \(ab - cd = \frac{1}{2}(a + c)(b - d) + \frac{1}{2}(a - c)(b + d)\) yields

\[
- \sum_{e \in \mathcal{E}_h} e \int [(S(u, p)n)] \cdot \{v\} + \{(S(u, p)n) \cdot \{v\}\} ds \\
+ \int_{\Omega} S(u, p) : \nabla v dx - \int_{\Omega} \nabla \cdot u q dx = \int_{\Omega} f \cdot v dx + \int_{\Gamma} \sigma \cdot v ds. 
\] (3.6)

Every interface edge can be expressed as \(e = e^+ \cup e^-\), where \(e^\pm = e \cap \Omega^\pm\). Hence

\[
\int_{e^+} [S(u, p)n] \cdot \{v\} ds = \int_{e^-} [S(u, p)n] \cdot \{v\} ds + \int_{e^+} [S(u, p)n] \cdot \{v\} ds.
\]

Since \((u, p) \in \mathcal{H}^2(\Omega)\), we write

\[
\int_{e^+} [S(u, p)n] \cdot \{v\} ds = 0, 
\] (3.7)

which also holds for non-interface elements.

Combining (3.6) and (3.7) with \((u, p) \in \mathcal{H}^2(\Omega)\) and assuming \(u\) continuous lead to the interior penalty weak formulation

\[
\int_{\Omega} S(u, p) : \nabla v dx - \int_{\Omega} \nabla \cdot u q dx - \sum_{e \in \mathcal{E}_h} e \int [(S(u, p)n) \cdot \{v\}] ds \\
+ \sum_{e \in \mathcal{E}_h} \alpha \int_{e} v[u] \cdot \{v\} ds + \gamma \sum_{e \in \mathcal{E}_h} e \int [v e(u)n] \cdot \{u\} ds + \sum_{e \in \mathcal{E}_h} \int_{e} q[u] \cdot n ds = \int_{\Omega} f \cdot v dx
\]
where $\alpha$ is a positive stabilization parameter and $\gamma = 1$ for the nonsymmetric weak formulation (NIPG) while $\gamma = -1$ for the symmetric weak formulation (SIPG).

The weak form above leads to the interior penalty formulation for the Stokes problem consisting of finding $(u, p) \in H^1(\Omega)$ such that

$$
\begin{align*}
\begin{cases}
A(u, v) + B(v, p) &= L(v), \\
B(u, q) &= G(q),
\end{cases}
\forall (v, q) \in H_0^1(\Omega),
\end{align*}

(3.9a)
$$

where

$$
A(w, v) = \int_{\Omega} \{v\} \cdot \nabla w dx - \sum_{e \in \mathcal{E}_h} \int_e \{v\} \cdot [w] ds + \gamma \sum_{e \in \mathcal{E}_h} \int_e \{v\} \cdot [w] ds + \sum_{e \in \mathcal{E}_h} \alpha \int_e v[w] \cdot [v] ds,
$$

(3.9b)

$$
B(v, q) = -\int_{\Omega} q \nabla \cdot v dx + \sum_{e \in \mathcal{E}_h} \int_e \{q\} \cdot [v] ds.
$$

(3.9c)

$$
L(v) = \int_{\Omega} f \cdot v dx + \int_{\Gamma} \sigma \cdot v ds + \gamma \sum_{e \in \mathcal{E}_h} \int_e \{v\} \cdot [w] ds + \sum_{e \in \mathcal{E}_h} \alpha \int_e v[w] \cdot [v] ds,
$$

(3.9d)

$$
G(q) = \sum_{e \in \mathcal{E}_h} \int_e [q] \cdot [v] ds.
$$

(3.9e)

Let $V_j, j = 1, 2, \ldots, N_h$, denote the mesh vertices on the boundary $\partial \Omega$ and define the IFE set

$$
S_{h,E}(\Omega) = \{ (u_h, p_h) \in S_h(\Omega) \oplus \{ Q_h(x, y) \} : u_h(V_j) = g(V_j), j = 1, 2, \ldots, N_h \},
$$

(3.10)

and the space

$$
S_{h,0}(\Omega) = \{ (w_h, q_h) \in S_h(\Omega) : w_h(V_j) = 0, j = 1, 2, \ldots, N_h \}.
$$

(3.11)

Then, the DGIFE method consists of finding $(u_h, p_h) \in S_{h,E}(\Omega)$ such that

$$
\begin{align*}
\begin{cases}
A(u_h, v_h) + B(v_h, p_h) &= L_h(v_h), \\
B(u_h, q_h) &= G(q_h),
\end{cases}
\forall (v_h, q_h) \in S_{h,0}(\Omega)
\end{align*}

(3.12a)
$$

where

$$
L_h(v_h) = \int_{\Omega} f \cdot v_h dx + \sum_{T \in T_h} \int_{\partial T} \sigma_h \cdot v_h ds + \gamma \sum_{e \in \mathcal{E}_h} \int_e \{v\} \cdot [v] ds
$$

$$
+ \sum_{e \in \mathcal{E}_h} \alpha \int_e v[w] \cdot [v] ds.
$$

(3.12b)

The last term in (3.12b) is nonzero if, at least, one boundary edge is an interface edge.

4. Computational examples

Here we investigate the approximation properties of the IFE spaces and the convergence properties of the proposed immersed discontinuous Galerkin method for the Stokes problem.

$L^2$ and $H^1$ errors on non-interface elements are computed using standard Gauss quadratures. However, extra care is needed near the interface where we assume that every interface element $\Delta$ is split by the true interface as
\[ \Delta = \Delta^+ \cup \Delta^-. \] We further assume that the piecewise linear approximate interface split the domain \( \Omega \) into \( \Omega_h^+ \) and \( \Omega_h^- \) and \( \Delta = \Delta_h^+ \cup \Delta_h^- \). Here we recall the notation \( \Delta^\pm = \Delta \cap \Omega^\pm \) and \( \Delta_h^\pm = \Delta \cap \Omega_h^\pm \). For instance, the true \( L^2 \) error of the pressure on such interface element \( \Delta \) is computed as
\[
\|p - p_h\|_{0,\Delta}^2 = \|p^+ - p_h^+\|_{0,\Delta^+\cap\Delta_h^+}^2 + \|p^- - p_h^-\|_{0,\Delta^-\cap\Delta_h^-}^2 + \|p^+ - p_h^-\|_{0,\Delta^+\cap\Delta_h^-}^2 + \|p^- - p_h^+\|_{0,\Delta^-\cap\Delta_h^+}^2.
\]
The subregions \( \Delta^+ \cap \Delta_h^+ \) and \( \Delta^- \cap \Delta_h^- \) may be split into triangles with at most one curved side for which suitable quadratures exist. The subregions \( \Delta^+ \cap \Delta_h^- \) and \( \Delta^- \cap \Delta_h^+ \) are bounded by the true interface and its linear approximation. Elementary numerical quadrature methods on such regions can be found in elementary numerical analysis books such as [38].

Since we do not have a convergence theory for the proposed IFE sets and methods, we have carried out extensive numerical experiments to study the effects of using piecewise linear approximations of both the interface and the surface force \( \sigma \) and a group of typical examples are presented here. First, we study the interpolation properties of the piecewise polynomial IFE functions by considering three functions. In Example 4.1 we use a function admitting \( \epsilon(\Delta) \approx 0 \) and a group of typical examples are presented here. First, we study the interpolation properties of the piecewise polynomial IFE functions by considering three functions. In Example 4.1 we use a function admitting a singularity across a linear interface with \( \sigma = 0 \). In Example 4.2 we consider a function which is singular across a circular interface with \( \sigma = 0 \) and finally in Example 4.3 we investigate the approximation capability of our IFE sets using a function which is singular across a circular interface with surface force \( \sigma \neq 0 \). Furthermore, we study the performance of our IFE sets by applying NIPG and SIPG to three Stokes problems with a linear and a circular interfaces and no surface force. We conclude our experiment by solving the Stokes problem with a circular interface and a nonzero surface force.

4.1. Approximation properties of bilinear IFE functions

First, we investigate the approximation capabilities of our \( Q_1/Q_0 \) IFE functions by computing interpolation errors and their convergence rates under mesh refinement.

Here we consider \( T_h \) a Cartesian mesh of the domain \( \Omega \) and, since we are interested in solving Stokes interface problems, we only test the approximation capabilities of our IFE functions in the set
\[
S(\Omega) = \{(u, p) \mid [u]_\Gamma = 0, [S(u, p)n]_\Gamma = \sigma\}.
\]
The piecewise polynomial interpolant \( I_h(u, p) \in S_h(\Omega) \) of a vector function \((u, p) \in S(\Omega)\) on an element \( T = \square A_1 A_2 A_3 A_4 \) is defined by
\[
I_h(u, p)|_T = \begin{cases} 
\sum_{i=1}^{4} u_1(A_i) \Phi_i + \sum_{i=5}^{8} u_2(A_i - \frac{1}{4}) \Phi_i + pt \Phi_9 + \sum_{j=1}^{2} k_j \Upsilon_j, & \text{if } T \in T_h^{i}, \\
\sum_{i=1}^{4} u_1(A_i) \Psi_i + \sum_{i=5}^{8} u_2(A_i - \frac{1}{4}) \Psi_i + pt \Psi_9, & \text{if } T \in T_h^{n},
\end{cases}
\]
where \( pt = \int_T p dX \), and \( \Phi_i, \Psi_i \) and \( \Upsilon_j \), respectively, are the \( Q_1/Q_0 \) IFE shape functions, standard shape functions and particular IFE functions associated with element \( T \). Since the IFE shape functions are coupled, the \( i \)th component \( I_h(u, p) \) denoted by \( (I_h(u, p))_i \) is such that \( (I_h(u, p))_1 \approx u_1, (I_h(u, p))_2 \approx u_2 \) and \( (I_h(u, p))_3 \approx p \) with errors \( \epsilon(u_i) = u_i - (I_h(u, p))_i \), for \( i = 1, 2 \) and \( \epsilon(p) = p - (I_h(u, p))_3 \).

**Example 4.1.** We consider the domain \( \Omega = [-1, 1]^2 \) cut by the linear interface \( y = -x - 0.3 \) which splits \( \Omega \) into \( \Omega^+ = \{(x, y)^t : y + x + \sqrt{0.3} > 0\} \) and \( \Omega^- = \{(x, y)^t : y + x + \sqrt{0.3} < 0\} \). We select the following function \((u, p) \in S(\Omega)\) given by
\[
u(x, y) = \begin{cases} 
x^2 + y^2, & \text{if } (x, y) \in \Omega^+, \\
x^2 - y^2, & \text{if } (x, y) \in \Omega^-,
\end{cases}
\]
We select the following function \((u, p) \in S(\Omega)\) given by
\[
u(x, y) = \begin{cases} 
x^2 + y^2, & \text{if } (x, y) \in \Omega^+, \\
x^2 - y^2, & \text{if } (x, y) \in \Omega^-,
\end{cases}
\]
to satisfy jump conditions (1.1f) and (1.1g) and are given by

$$
\Omega = \text{two regions}
$$

Example 4.2. 

Table 1
$L^2$ interpolation errors for Example 4.1.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$|\epsilon(u_1)|_{0,\Omega}$</th>
<th>Order</th>
<th>$|\epsilon(u_2)|_{0,\Omega}$</th>
<th>Order</th>
<th>$|\epsilon(p)|_{0,\Omega}$</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.8197e–03</td>
<td>NA</td>
<td>5.5240e–03</td>
<td>NA</td>
<td>2.3704e–01</td>
<td>NA</td>
</tr>
<tr>
<td>10</td>
<td>4.7976e–04</td>
<td></td>
<td>1.9233e–03</td>
<td>NA</td>
<td>1.6726e–01</td>
<td>1.0726</td>
</tr>
<tr>
<td>20</td>
<td>1.9115e–04</td>
<td></td>
<td>3.7080e–04</td>
<td></td>
<td>1.9764</td>
<td>1.6196</td>
</tr>
<tr>
<td>40</td>
<td>2.9911e–05</td>
<td></td>
<td>9.4230e–05</td>
<td></td>
<td>2.4874e–02</td>
<td>1.0402</td>
</tr>
<tr>
<td>80</td>
<td>7.4878e–06</td>
<td></td>
<td>2.3649e–05</td>
<td></td>
<td>1.2160e–02</td>
<td>1.0325</td>
</tr>
<tr>
<td>160</td>
<td>1.8734e–06</td>
<td></td>
<td>5.9242e–06</td>
<td></td>
<td>6.0057e–03</td>
<td>1.0177</td>
</tr>
</tbody>
</table>

Table 2
Broken $H^1$ interpolation errors in the velocity for Example 4.1.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$|\epsilon(u_1)|_{1,\Omega}$</th>
<th>Order</th>
<th>$|\epsilon(u_2)|_{1,\Omega}$</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>3.0294e–02</td>
<td>NA</td>
<td>4.6821e–02</td>
<td>0.9707</td>
</tr>
<tr>
<td>10</td>
<td>1.5541e–02</td>
<td></td>
<td>2.3890e–02</td>
<td>0.9995</td>
</tr>
<tr>
<td>20</td>
<td>7.7082e–03</td>
<td></td>
<td>1.1949e–02</td>
<td>0.9940</td>
</tr>
<tr>
<td>40</td>
<td>3.8663e–03</td>
<td></td>
<td>5.9991e–03</td>
<td>0.9985</td>
</tr>
<tr>
<td>80</td>
<td>1.9319e–03</td>
<td></td>
<td>3.0026e–03</td>
<td>0.9992</td>
</tr>
<tr>
<td>160</td>
<td>9.6557e–04</td>
<td>1.0006</td>
<td>1.5021e–03</td>
<td>0.9992</td>
</tr>
</tbody>
</table>

and the pressure is defined as follows:

$$
p = \begin{cases}
15(-43 + 4\sqrt{30}(v^-)^2 - 2v^+ (310 + 3\sqrt{30} + 30(-43 + 4\sqrt{30}\sqrt{0.3} + 2400x)) \\
\quad + \frac{1200v^-}{15(37 + 4\sqrt{30})(v^-)^2 - 2v^+(310 + 3\sqrt{30} + 30(37 + 4\sqrt{30}\sqrt{0.3} + 2400x + 2400y))} & \text{if } (x, y) \in T^+,
\end{cases}
$$

(4.2b)

$$
p = \begin{cases}
\quad + \frac{1200v^-}{15(37 + 4\sqrt{30})(v^-)^2 - 2v^+(310 + 3\sqrt{30} + 30(37 + 4\sqrt{30}\sqrt{0.3} + 2400x + 4800y))} & \text{if } (x, y) \in T^-,
\end{cases}
$$

with $v^- = 1$, $v^+ = 10$ and $\sigma = 0$. We compute interpolation errors on uniform Cartesian meshes having $N^2 = 5^2, 10^2, 20^2, 40^2, 80^2, 160^2$ square elements and present $L^2$ interpolation errors in Table 1. Broken $H^1$ interpolation errors for the velocity are shown in Table 2.

This numerical example suggests that the proposed $Q_1/Q_0$ IFE spaces maintain optimal convergence rates of standard $Q_1/Q_0$ spaces for Stokes problems with continuous viscosity and Stokes interface problems on fitted meshes in [37].

Example 4.2. We consider the domain $\Omega = [-1, 1]^2$ cut by the circular interface $x^2 + y^2 = 0.3$ that separates $\Omega$ into two regions $\Omega^+ = \{(x, y) : x^2 + y^2 > 0.3\}$ and $\Omega^- = \{(x, y) : x^2 + y^2 < 0.3\}$. The functions $u$ and $p$ are chosen to satisfy jump conditions (1.1f) and (1.1g) and are given by

$$
u_1 = \begin{cases}
\frac{y(x^2 + y^2 - 0.3)}{v^+}, & \text{if } (x, y) \in T^+,
\frac{y(x^2 + y^2 - 0.3)}{v^-}, & \text{if } (x, y) \in T^-,
\end{cases}
$$

(4.3a)

$$
u_2 = \begin{cases}
\frac{x(x^2 + y^2 - 0.3)}{v^+}, & \text{if } (x, y) \in T^+,
\frac{x(x^2 + y^2 - 0.3)}{v^-}, & \text{if } (x, y) \in T^-,
\end{cases}
$$

(4.3b)
Table 3
$L^2$ interpolation errors for Example 4.2.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$|\epsilon(u_1)|_{0,\Omega}$</th>
<th>Order</th>
<th>$|\epsilon(u_2)|_{0,\Omega}$</th>
<th>Order</th>
<th>$|\epsilon(p)|_{0,\Omega}$</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.4558e−02</td>
<td>NA</td>
<td>1.4108e−02</td>
<td>NA</td>
<td>4.1366e−02</td>
<td>NA</td>
</tr>
<tr>
<td>10</td>
<td>5.0590e−03</td>
<td>1.5249</td>
<td>5.1297e−03</td>
<td>1.4595</td>
<td>4.4358e−02</td>
<td>−0.1</td>
</tr>
<tr>
<td>20</td>
<td>1.7205e−03</td>
<td>1.5560</td>
<td>1.7307e−03</td>
<td>1.5676</td>
<td>1.4987e−02</td>
<td>1.5655</td>
</tr>
<tr>
<td>40</td>
<td>4.5919e−04</td>
<td>1.9057</td>
<td>4.5938e−04</td>
<td>1.9136</td>
<td>6.4336e−03</td>
<td>1.2200</td>
</tr>
<tr>
<td>80</td>
<td>1.2019e−04</td>
<td>1.9338</td>
<td>1.2021e−04</td>
<td>1.9341</td>
<td>2.9664e−03</td>
<td>1.1024</td>
</tr>
<tr>
<td>160</td>
<td>3.1002e−05</td>
<td>1.9549</td>
<td>3.1004e−05</td>
<td>1.9550</td>
<td>1.4293e−03</td>
<td>1.0680</td>
</tr>
</tbody>
</table>

Table 4
Broken $H^1$ interpolation errors for Example 4.2.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$|\epsilon(u_1)|_{1,\Omega}$</th>
<th>Order</th>
<th>$|\epsilon(u_2)|_{1,\Omega}$</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.5794e−01</td>
<td>NA</td>
<td>1.6076e−01</td>
<td>NA</td>
</tr>
<tr>
<td>10</td>
<td>9.2499e−02</td>
<td>7.7182e−01</td>
<td>1.2743e−01</td>
<td>3.3517e−01</td>
</tr>
<tr>
<td>20</td>
<td>5.4598e−02</td>
<td>7.6058e−01</td>
<td>3.9815e−02</td>
<td>8.8563e−01</td>
</tr>
<tr>
<td>40</td>
<td>2.8592e−02</td>
<td>9.3322e−01</td>
<td>3.9815e−02</td>
<td>8.8563e−01</td>
</tr>
<tr>
<td>80</td>
<td>1.4954e−02</td>
<td>9.3512e−01</td>
<td>2.1346e−02</td>
<td>8.9931e−01</td>
</tr>
<tr>
<td>160</td>
<td>7.5775e−03</td>
<td>9.3671e−01</td>
<td>1.1152e−02</td>
<td>9.3671e−01</td>
</tr>
</tbody>
</table>

and the pressure is defined as follows:

$$p = \frac{1}{10}(x^3 - y^3)$$

(4.3b)

where $\nu^- = 1$, $\nu^+ = 10$ and $\sigma = 0$.

Next we compute interpolation errors on uniform Cartesian meshes having $N^2 = 5^2$, $10^2$, $20^2$, $40^2$, $80^2$, $160^2$ square elements and present $L^2$ interpolation errors in Table 3. Broken $H^1$ interpolation errors for the velocity are shown in Table 4. Here we also observe optimal quadratic convergence for the velocity and linear convergence for the pressure. We recall that the circular interface is approximated by a piecewise linear interface.

**Example 4.3.** We consider the same domain and interface as in the previous example and define the functions $u$ and $p$ that satisfy the homogeneous jump condition (1.1g) and a nonhomogeneous (1.1f):

$$u = \begin{cases} u_1^+ = 1 - \frac{y}{\nu^+} \sin(0.3 - x^2 - y^2) \\
               u_1^- = 1 - \frac{y}{\nu^-} \sin(0.3 - x^2 - y^2) \\
               u_2^+ = 2 + \frac{x}{\nu^+} \sin(0.3 - x^2 - y^2) \\
               u_2^- = 2 + \frac{x}{\nu^-} \sin(0.3 - x^2 - y^2) \end{cases}$$

(4.4a)

$$p = \begin{cases} p^+ = e^{x+y} - 1.3798535909816816 \\
p^- = \sqrt{1 + x^2 + y^2} - 1.3798535909816816 \end{cases}$$

(4.4b)

We select $\nu^- = 1$ and $\nu^+ = 10$ and compute the IFE interpolation errors on uniform rectangular meshes and show the interpolation errors and their orders of convergence in Tables 5 and 6. Again, the numerical results suggest that our IFE spaces maintain the optimal convergence rates in the presence of singularity across the interface.

**4.2. Convergence of the immersed finite element method**

We use numerical results to show the approximation capability of our finite element method. First we recall from [37] that using the finite element spaces $Q_1/Q_0$ on fitted meshes the $L^2$ errors of the velocity and pressure,
respectively, are $O(h^2)$ and $O(h)$ convergent. Furthermore, the broken $H^1$ error of the velocity is $O(h)$ convergent. The finite element errors are denoted by $e(u_i) = u_i - u_{i,h}$ for $i = 1, 2$ and $e(p) = p - p_h$.

**Example 4.4.** First we consider the Stokes problem where the exact solution is given by (4.2) with a linear interface on $[-1, 1]^2$ with $v^- = 1$ and $v^+ = 10$. We use the meshes from Example 4.1 to carry out several simulations by solving (3.12a) with SIPG and NIPG methods using immersed $Q_1/Q_0$ spaces. We present the $L^2$ IFE errors in Tables 7 and 9 and the broken $H^1$ errors in Tables 8 and 10. The computational results show optimal quadratic convergence for the velocity and linear convergence for the pressure. The broken $H^1$ errors show linear convergence for the velocity.

**Example 4.5.** Here we consider the Stokes interface problem on $[-1, 1]^2$ with a circular interface and exact solution given by (4.3) with $v^- = 1$ and $v^+ = 10$. We solve (3.12a) using SIPG and NIPG methods on the uniform meshes
Table 9
$L^2$ IFE errors for NIPG method applied to Example 4.4.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$|e(u_1)|_{0, \Omega}$</th>
<th>Order</th>
<th>$|e(u_2)|_{0, \Omega}$</th>
<th>Order</th>
<th>$|e(p)|_{0, \Omega}$</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>3.4272e−03</td>
<td>NA</td>
<td>3.9838e−03</td>
<td>NA</td>
<td>2.7117e−01</td>
<td>NA</td>
</tr>
<tr>
<td>10</td>
<td>9.0967e−04</td>
<td>1.9136</td>
<td>8.8799e−04</td>
<td>2.1655</td>
<td>1.1021e−01</td>
<td>1.2990</td>
</tr>
<tr>
<td>20</td>
<td>2.2703e−04</td>
<td>2.0025</td>
<td>2.0535e−04</td>
<td>2.1125</td>
<td>4.9935e−02</td>
<td>1.1421</td>
</tr>
<tr>
<td>40</td>
<td>5.5829e−05</td>
<td>2.0238</td>
<td>4.8465e−05</td>
<td>2.0830</td>
<td>2.4162e−02</td>
<td>1.0473</td>
</tr>
<tr>
<td>80</td>
<td>1.4108e−05</td>
<td>1.9845</td>
<td>1.1846e−05</td>
<td>2.0325</td>
<td>1.1953e−02</td>
<td>1.0154</td>
</tr>
<tr>
<td>160</td>
<td>3.5698e−06</td>
<td>1.9825</td>
<td>2.9313e−06</td>
<td>2.0148</td>
<td>5.9517e−03</td>
<td>1.0059</td>
</tr>
</tbody>
</table>

Table 10
Broken $H^1$ IFE errors for NIPG method applied to Example 4.4.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$|e(u_1)|_{1, \Omega}$</th>
<th>Order</th>
<th>$|e(u_2)|_{1, \Omega}$</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>3.3416e−02</td>
<td>NA</td>
<td>4.9495e−02</td>
<td>NA</td>
</tr>
<tr>
<td>10</td>
<td>1.6596e−02</td>
<td>1.0097</td>
<td>2.4617e−02</td>
<td>1.0076</td>
</tr>
<tr>
<td>20</td>
<td>7.9550e−03</td>
<td>1.0609</td>
<td>1.2093e−02</td>
<td>1.0255</td>
</tr>
<tr>
<td>40</td>
<td>3.9165e−03</td>
<td>1.0223</td>
<td>6.0254e−03</td>
<td>1.0050</td>
</tr>
<tr>
<td>80</td>
<td>1.9458e−03</td>
<td>1.0092</td>
<td>3.0094e−03</td>
<td>1.0016</td>
</tr>
<tr>
<td>160</td>
<td>9.6965e−04</td>
<td>1.0049</td>
<td>1.5040e−03</td>
<td>1.0006</td>
</tr>
</tbody>
</table>

Table 11
$L^2$ IFE errors for SIPG method applied to Example 4.5.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$|e(u_1)|_{0, \Omega}$</th>
<th>Order</th>
<th>$|e(u_2)|_{0, \Omega}$</th>
<th>Order</th>
<th>$|e(p)|_{0, \Omega}$</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>2.0045e−02</td>
<td>NA</td>
<td>2.0122e−02</td>
<td>NA</td>
<td>5.6755e−01</td>
<td>NA</td>
</tr>
<tr>
<td>10</td>
<td>6.6060e−03</td>
<td>1.6014</td>
<td>6.6230e−03</td>
<td>1.6032</td>
<td>2.8468e−01</td>
<td>0.9954</td>
</tr>
<tr>
<td>20</td>
<td>1.6771e−03</td>
<td>1.9778</td>
<td>1.6788e−03</td>
<td>1.9800</td>
<td>1.4354e−01</td>
<td>0.9878</td>
</tr>
<tr>
<td>40</td>
<td>4.2978e−04</td>
<td>1.9643</td>
<td>4.2983e−04</td>
<td>1.9656</td>
<td>7.1163e−02</td>
<td>1.0123</td>
</tr>
<tr>
<td>80</td>
<td>1.1222e−04</td>
<td>1.9373</td>
<td>1.1217e−04</td>
<td>1.9381</td>
<td>3.5401e−02</td>
<td>1.0073</td>
</tr>
<tr>
<td>160</td>
<td>2.7808e−05</td>
<td>2.0127</td>
<td>2.7795e−05</td>
<td>2.0128</td>
<td>1.7677e−02</td>
<td>1.0020</td>
</tr>
</tbody>
</table>

Table 12
Broken $H^1$ IFE errors for SIPG method applied to Example 4.5.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$|e(u_1)|_{1, \Omega}$</th>
<th>Order</th>
<th>$|e(u_2)|_{1, \Omega}$</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.4788e−01</td>
<td>NA</td>
<td>1.4740e−01</td>
<td>NA</td>
</tr>
<tr>
<td>10</td>
<td>8.6853e−02</td>
<td>0.7678</td>
<td>8.6677e−02</td>
<td>0.7660</td>
</tr>
<tr>
<td>20</td>
<td>4.7526e−02</td>
<td>0.8698</td>
<td>4.7488e−02</td>
<td>0.8681</td>
</tr>
<tr>
<td>40</td>
<td>2.4497e−02</td>
<td>0.9561</td>
<td>2.4490e−02</td>
<td>0.9553</td>
</tr>
<tr>
<td>80</td>
<td>1.2395e−02</td>
<td>0.9828</td>
<td>1.2394e−02</td>
<td>0.9825</td>
</tr>
<tr>
<td>160</td>
<td>6.2400e−03</td>
<td>0.9901</td>
<td>6.2396e−03</td>
<td>0.9901</td>
</tr>
</tbody>
</table>

from the previous example with the IFE $Q_1/Q_0$ spaces. We present the $L^2$ errors in Tables 11 and 13 while the $H^1$ errors are shown in Tables 12 and 14. The numerical results again suggest quadratic convergence for the velocity and linear convergence for the pressure in the $L^2$ norm. The errors in broken $H^1$ show linear convergence for the velocity.

The computational results show that, despite the presence of the singularity, the $L^2$ errors in the velocity and pressure for the interior penalty IFE methods maintain the optimal orders of convergence shown in [37] for both $u$ and $p$.

Example 4.6. We solve the Stokes interface problem on $[-1, 1]^2$ with the true solution (4.4) with nonzero surface force using SIPG and NIPG methods with our IFE spaces on uniform rectangular meshes and show the IFE errors and convergence orders in Tables 15–18. Again, the numerical results show that our immersed $Q_1/Q_0$ interior penalty
Table 13
$L^2$ IFE errors of NIPG method applied to Example 4.5.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$|e(u_1)|_{0,\Omega}$ Order</th>
<th>$|e(u_2)|_{0,\Omega}$ Order</th>
<th>$|e(p)|_{0,\Omega}$ Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.5657e−02 NA</td>
<td>1.5274e−02 NA</td>
<td>3.6065e−01 NA</td>
</tr>
<tr>
<td>10</td>
<td>4.6777e−03 0.7430</td>
<td>4.7450e−03 1.6866</td>
<td>2.3837e−01 0.5974</td>
</tr>
<tr>
<td>20</td>
<td>1.2919e−03 1.8563</td>
<td>1.2980e−03 1.8702</td>
<td>9.6466e−02 1.3051</td>
</tr>
<tr>
<td>40</td>
<td>3.4281e−04 1.9140</td>
<td>3.4302e−04 1.9199</td>
<td>3.5601e−02 1.4381</td>
</tr>
<tr>
<td>80</td>
<td>9.1878e−05 1.8996</td>
<td>9.1895e−05 1.9002</td>
<td>1.2834e−02 1.4719</td>
</tr>
<tr>
<td>160</td>
<td>2.2674e−05 2.0187</td>
<td>2.2676e−05 2.0188</td>
<td>4.6366e−03 1.4689</td>
</tr>
</tbody>
</table>

Table 14
Broken $H^1$ IFE errors of NIPG method applied to Example 4.5.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$|e(u_1)|_{1,\Omega}$ Order</th>
<th>$|e(u_2)|_{1,\Omega}$ Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.5691e−01 NA</td>
<td>1.5949e−01 NA</td>
</tr>
<tr>
<td>10</td>
<td>9.0996e−02 0.7860</td>
<td>1.2474e−01 0.3546</td>
</tr>
<tr>
<td>20</td>
<td>5.4141e−02 0.7490</td>
<td>7.2397e−02 0.7849</td>
</tr>
<tr>
<td>40</td>
<td>2.8510e−02 0.9252</td>
<td>3.9634e−02 0.8691</td>
</tr>
<tr>
<td>80</td>
<td>1.4935e−02 0.9328</td>
<td>2.1296e−02 0.8961</td>
</tr>
<tr>
<td>160</td>
<td>7.5725e−03 0.9798</td>
<td>1.1135e−02 0.9354</td>
</tr>
</tbody>
</table>

Table 15
$L^2$ IFE errors of SIPG method applied to Example 4.6.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$|e(u_1)|_{0,\Omega}$ Order</th>
<th>$|e(u_1)|_{0,\Omega}$ Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>9.2041e−03 NA</td>
<td>8.5578e−03 NA</td>
</tr>
<tr>
<td>10</td>
<td>4.5395e−03 1.0197</td>
<td>4.5505e−03 0.9112</td>
</tr>
<tr>
<td>20</td>
<td>1.4915e−03 1.6057</td>
<td>1.4932e−03 1.6076</td>
</tr>
<tr>
<td>40</td>
<td>3.9612e−04 1.9128</td>
<td>3.9624e−04 1.9140</td>
</tr>
<tr>
<td>80</td>
<td>1.0697e−04 1.8887</td>
<td>1.0693e−04 1.8897</td>
</tr>
<tr>
<td>160</td>
<td>2.7612e−05 1.9774</td>
<td>2.7613e−05 1.9775</td>
</tr>
</tbody>
</table>

Table 16
Broken $H^1$ IFE errors of SIPG method applied to Example 4.6.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$|e(u_1)|_{1,\Omega}$ Order</th>
<th>$|e(u_2)|_{1,\Omega}$ Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>7.4130e−02 NA</td>
<td>7.1057e−02 NA</td>
</tr>
<tr>
<td>10</td>
<td>5.7993e−02 0.3541</td>
<td>5.7955e−02 0.2940</td>
</tr>
<tr>
<td>20</td>
<td>4.2999e−02 0.4315</td>
<td>4.2987e−02 0.4310</td>
</tr>
<tr>
<td>40</td>
<td>2.3153e−02 0.8930</td>
<td>2.3152e−02 0.8927</td>
</tr>
<tr>
<td>80</td>
<td>1.1935e−02 0.9560</td>
<td>1.1935e−02 0.9559</td>
</tr>
<tr>
<td>160</td>
<td>7.5730e−03 0.9799</td>
<td>1.1138e−02 0.9355</td>
</tr>
</tbody>
</table>

methods maintain the optimal convergence rates for the Stokes interface problem with a nonhomogeneous jump condition.

5. Conclusion

In this manuscript we presented an immersed discontinuous finite element method for solving two-dimensional Stokes interface problems that does not require the mesh to be aligned with the interface. We first showed how to design piecewise polynomial IFE shape functions and discussed their basic properties, then we constructed a discontinuous Galerkin IFE method for the Stokes interface problem. The optimal convergence rates of the proposed immersed piecewise polynomial spaces and finite element methods have been tested computationally by computing
interpolation errors and by solving Stokes interface problems with linear and circular interfaces. In the future we intend to carry out an error analysis to establish theoretical bounds for both the interpolation and the finite element errors for the Stokes interface problem.
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